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A Memory Based Machine



Deep Learning, 2012

ImageNet Classification with Deep Convolutional
Neural Networks

Alex Krizhevsky Geoffrey E. Hinton
University of Toronto
.ca hinton@cs.utoronto.ca
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An Associative Memory

What is an
Associative Memory?
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Big Advantage:
No need to search in whole memory
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Why is this so relevant ?
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Computer: What's going on?
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Revolution 2

A Reasoning Based Machine
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Language Models are Few-Shot Learners

Tom B. Brown* Benjamin Mann* Nick Ryder* Melanie Subbiah*
Jared Kaplan' Prafulla Dhariwal Arvind Neelakantan anav Shyz: Girish Sastry
Amanda Askell Sandhini Agarwal Ariel Herbert-Voss Gretchen Krueger Tom Henighan
Rewon Child Aditya Ramesh Daniel M. Ziegler Jeffrey Wu Clemens Winter
stopher Hesse Mark Eric Sigler Mateusz Litwin Scott Gi
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Sam McCandlish Alec Radford Ilya Sutskever Dario Amodei

OpenAl




GPT-3: 175 Billion Parameters

@ OpenAl o
GPT 3

175B




GPT-3: 175 Billion Parameters

@OpenAl °
GPT 3
175B

Training data approx. 225 billion words
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GPT-3: A Few-Shot Learner

car with very fast acceleration. An example of a sentence that uses

In our garége we have a Burringo that my father drives to work every day.

T. Brown et al., 2020



Reasoning as an Emergent Property




Reasoning as an Emergent Property
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Reasoning as an Emergent Property

cat: hey dog, can i ride on your back?

dog: sure, why not?
cat: i'm tired of walking in the snow.

Write a conversation
between the two animals.

J. Li et al., 2023
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Summary:
State-of-the-art in Al

e Powerful pattern recognifion abilifies
through effective associative memories

e Powerful reasoning abilities (but still
unstable) through large scale models.



Part 2: Near Future

New way to access
knowledge
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New Scenario:
from information to knowledge
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e BioGPT
e / Billions parameters
¢ 80 billions fokens

Soon:

e Al Cluster in Arica in collaboration with UTA
(march 2024)

¢ Diplomado in GPT technologies (May 2024)



Part 2: Near Future

New way to build machines



Zippedi: More than 200 robots in Chile,
USA, Germany, and Australia.



summary:
A HUGE technological revolution




Summary:
A HUGE technological revolution

¢ A new scenario fo access knowledge
and fo build machines



Summary:
A HUGE technological revolution

e A new scenario to access knowledge
and fo build machines

e A new cognitive tool: human-machine
partnership will be key to boost
productivity and business value
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Thanks!



