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Revolution 1

A Memory Based Machine



Deep Learning, 2012
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Why is this so relevant ?



Computer: snacks in Ñuñoa,
September 2004?



Computer: What’s going on?





Revolution 2

A Reasoning Based Machine



GPT-3, 2020
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GPT-3: A Few-Shot Learner

T. Brown et al., 2020
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• Powerful pattern recognition abilities
through effective associative memories

• Powerful reasoning abilities (but still
unstable) through large scale models.
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Part 2: Near Future

New way to access
knowledge
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New Scenario:
from information to knowledge

GPT Models





• BioGPT
• 7 Billions parameters
• 80 billions tokens
Soon:

• AI Cluster in Arica in collaboration with UTA
(march 2024)

• Diplomado in GPT technologies (May 2024)
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Part 2: Near Future

New way to build machines



Zippedi: More than 200 robots in Chile,
USA, Germany, and Australia.



Summary:
A HUGE technological revolution

• A new scenario to access knowledge
and to build machines

• A new cognitive tool: human-machine
partnership will be key to boost
productivity and business value
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Thanks!


